Human brain is a very complicated network system connected by billions of neurons. Recent development of data acquisition techniques in medical applications has enabled to obtain information of the actual physical connectivity of the brain network, such as diffusion tensor image (DTI). However, due to the noise and limited number of subjects for the data, it is generally a difficult task to find group differences in the raw data. Smoothing by a Gaussian filter is known to enhance the Gaussianness in the signal, therefore improves the result from group analysis. However, existing smoothing methods on graphs smoothes the signal that are defined on the nodes, not the edges, and it is ambiguous how one should smooth the signals defined at the edge level. In this report, I introduce a new framework of enhancing the underlying true signal by smoothing the given data using wavelets on graphs that are defined on the edges of a network. Accomodating the concept of line graph brings a new domain for analysis of network edges, where the edge weights in the original network are defined as a signal on the nodes of a line graph. In the experiment, it is shown that after applying this framework on a human brain network dataset, significant group differences shows up between bipolar and control group, where we could not detect anything using the raw data.
inally, applying simple two sample t-test on the raw dataset detects nothing, whereas the same test on the processed data using this procedure finds statistically significant differences that passes multiple comparison correction. Similar research has been done in [5] [13] [7, 4], however, these methods focus on the analysis at the node level, and do not include any multiple-error correction procedure.

Wavelet has been a very powerful tool to analyze signals not only on 1-D signal or 2-D images, but also on brain imaging as well. Many studies analyze EEG signal using wavelet [2], and also construct wavelet on a sphere to analyze the signals that are defined on brain surfaces [6] [12] [1] [7]. However, these methods requires Euclidean domain to construct wavelets, and do not define wavelets directly on the graph domain. Furthermore, they are not directly applicable to the analysis of connectivity, where all the necessary information lie on the edges of the network.

**Contributions.** In this report, we introduce a new framework for graph structure smoothing. Here, the graph smoothing refers to smoothing the function defined on the edges instead of vertices, without losing the topology of the original network. We transform the original network to a new domain, and perform smoothing there using wavelets on graphs. Furthermore, we show the power of this method by performing group analysis on a brain network data.

(i) I introduce how this framework significantly enhances the statistical power of group analysis by performing a group test on a brain network dataset. In this dataset, performing a group test on the raw dataset shows some low p-values, but none of them survive multiple correction comparison. After processing the data using our framework, the signals showing group differences become much stronger and we are able to detect those connections that are significant, which is the main contribution of this project.

(ii) We introduce a domain, line graph, which is useful for analyzing the network structure. In this domain, the measurement at the connection level is defined as a signal on each voxel, therefore it is convenient to apply extensive methods for analyzing signals on each node of the line graph domain.

## 2 Construction of wavelet in Euclidean space

The well-known Fourier series represents a function by the superposition of sine and cosine basis and provides an optimal domain to perform signal analysis in terms of frequency. Wavelet transform is conceptually similar to the Fourier transform in that they can be used to extract information in the frequency domain, however, it uses certain shape of oscillating function as a basis function with finite duration instead of the sine and cosine basis with infinite duration. The advantage of wavelet transform over Fourier transform comes from this difference of basis function. While the Fourier transform is localized in frequency only, wavelet can be localized in both time and frequency [11].

The traditional construction of wavelet is defined by a mother wavelet function $\psi$ and a scaling function $\phi$. While $\psi$ serves as band-pass filters of different scales in the frequency domain, $\phi$ operates as a low-pass filter covering the low frequency components of the signal which are not covered by the band-pass filters. When these band-pass filter functions are transformed back to the original domain by the inverse transformation and translated, it becomes a localized oscillating function with finite duration, providing local support in the original domain [15]. This constrasts to the Fourier series representation of a short pulse suffering from ringing artifacts (e.g., Gibbs phenomenon) because of the non-locality (infinite duration) of sin function. Formally, the wavelet function $\psi$ on $x$ is a function defined by two parameters, the scale parameter $s$ and translation parameters $a$

$$\psi_{s,a}(x) = \frac{1}{a} \psi\left(\frac{x-a}{s}\right).$$  \hspace{1cm} (1)

Change in $s$ varies the dilation of the wavelet, and together with a translation parameter $a$, provide a way to approximate a signal in harmonics using wavelet expansion. The function $\psi_{s,a}(x)$ forms a basis for the signal and can be used with other basis at different scales to decompose a signal. The wavelet transform of a signal $f(x)$ is defined as the inner product of the wavelet basis $\psi_{s,a}$ and signal $f(x)$, and is represented as

$$W_f(s, a) = \langle f, \psi \rangle = \frac{1}{a} \int f(x)\psi^\ast\left(\frac{x-a}{s}\right)dx,$$  \hspace{1cm} (2)

where $W_f(s, a)$ is the wavelet coefficient at scale $s$ and location $a$, and the function $\psi^\ast$ represents the complex conjugate of $\psi$. Such a transform is invertible, meaning that the original signal $f(x)$
can be reconstructed from $W_f(s,a)$ and basis function without loss of information. The inverse transformation is

$$f(x) = \frac{1}{C_\Psi} \int \int W_f(s,a) \psi_{s,a}(x) da ds$$  \hspace{1cm} (3)

where $C_\psi = \int |\Psi(j\omega)|^2 d\omega$ is known as the admissibility condition constant, $\Psi$ is the Fourier transform of the wavelet [15], and $\omega$ denotes the frequency domain.

The scale parameter $s$ controls the dilation of the basis. By varying $s$, one can produce various short to long basis functions. This is the most powerful property of wavelet, since short basis functions corresponding to high frequency components are useful to isolate signal discontinuities and long basis functions obtains detailed analysis in frequency. Moreover, unlike the single set of basis functions (sine and cosine) in the Fourier transform, wavelet transforms can have an infinite set of possible basis functions depending on which type of filters are needed. Note that the wavelet transformation mentioned so far is not applicable to non-uniform topologies such as graphs or networks. In the later section, we define analogues of the wavelet transformation in non-Euclidean space without losing these properties.

3 Wavelets in non-Euclidean space

Recent work in harmonic analysis [8] provides wavelet basis on structured data which expresses in a wide spectrum of frequencies. The solution in [8] relies on spectral graph theory and graph Fourier transform to derive a spectral graph wavelet transform (SGWT), and Cholesky approximation to relax computational burden. It is shown that SGWT formalization preserves the localization properties at fine scales as well as other wavelets specific properties.

In deriving Wavelet expansions of a signal defined on arbitrary graphs, the first question is how to define scales on a domain where the space is non-Euclidean. For instance, consider a function $f(n)$ defined on a vertex $n$ of a graph. Here, defining $f(sn)$ for a scaling parameter $s$ is conceptually difficult due to the irregularity of the domain. This problem can be tackled by defining a transformation operator to the dual domain using the graph Fourier transformation.

Let a graph $G = \{V, E, \omega\}$ be a undirected graph with a vertex set $V$ with $N$ vertices, an edge set $E$ and corresponding edge weight $\omega \geq 0$. Adjacency matrix $A$ of $G$ is given as a $N \times N$ matrix whose elements $a_{ij}$ are given as the edge weight $\omega_{ij}$ if $i$th and $j$th nodes are connected. Degree matrix $D$ is computed as a $N \times N$ diagonal matrix whose $i$th diagonal is $\sum_j \omega_{ij}$, the sum of edge weights connected to the $i$th node. Then the graph Laplacian is defined as

$$L = D - A$$  \hspace{1cm} (4)

This graph Laplacian $L$ is a positive semi-definite matrix, which shows the smoothness of the graph structure. Then the complete orthonormal basis $\chi_l$ and eigenvalues $\lambda_l$, $l \in \{0,1,\cdots,N-1\}$ can be obtained from the graph Laplacian, which forms the basis for the graph Fourier transformation. Using these basis, the forward and inverse graph Fourier transformation are defined using the eigenvalues and eigenvectors of $L$ as,

$$\hat{f}(l) = \langle \chi_l, f \rangle = \sum_{n=1}^{N} \chi_l^{*}(n) f(n)$$  \hspace{1cm} (5)

$$f(n) = \sum_{l=0}^{N-1} \hat{f}(l) \chi_l(n)$$  \hspace{1cm} (6)

Using these transforms, we construct spectral graph wavelets by applying band-pass filters at multiple scales and localizing it with an impulse function and low-pass filter for the scaling function.

Here, $\lambda_l$, the spectrum of the Laplacian, serves as an analogue of the 1-D frequency domain, where scales can be easily defined. This directly provides the key component in obtaining a multi-resolutional view of the signal localized at $n$. By analyzing the entire spectra in different scales, we can find which band particulary characterizes the signal of interest. And for a specific scale $s$, we can now construct a kernel function $g$ which acts as band-pass filter in the frequency domain. The kernel $g$ enables to focus on signals in certain band at scale $s$ and restrains the influence of all others signal from other scales. When $g$ is transformed back to the original graph domain, we directly obtain a representation of the signal for that scale. Repeating this procedure for multiple scales, the
set of coefficients obtained for $S$ scales gives a multi-resolution representation for that particular vertex.

Since the transformed impulse function in the frequency domain is equivalent to a unit function, the wavelet $\psi$ localized at vertex $n$ can now be defined as,

$$\psi_{s,n}(m) = \sum_{l=0}^{N-1} g(s\lambda_l) \chi_l^*(n) \chi_l(m)$$  (7)

where $m$ is a vertex index on the graph. With this in hand, the wavelet coefficients of a given function $f(n)$ is given by the inner product of wavelets and the given function,

$$W_f(s,n) = \langle \psi_{s,n}, f \rangle = \sum_{l=0}^{N-1} g(s\lambda_l) \hat{f}(l) \chi_l(n)$$  (8)

Remark. Wavelet in Euclidean space has rich history in the signal processing field. However, defining wavelet in non-Euclidean space is a very recent work ([8], [3]) and has a lot of potential for many applications.

4 Line Graphs

In the graph theory, one defines the line graph $L(G)$ as a dual form of graph $G$. The $L(G)$ is formed by the interchange of the roles of $V$ and $E$ in $G$. Two vertices in $L(G)$ are connected when the corresponding edges in $G$ share a common vertex. In this fashion, the line graph $L(G) = \{V_L, E_L, \omega_L\}$ has a vertex set that corresponds to the edges $\{E, \omega\}$ and a edge set that corresponds to the vertex set $V$ in $G$. [9]

The transformation of $L(G)$ from a graph $G$ is defined as the following. Let $g_{ij}$ be the elements in the adjacency matrix $A_L$ of $L(G)$, then

$$g_{ij} = \begin{cases} 1 & \text{if } v \in V, v \sim e_i, e_j \\ 0 & \text{otherwise} \end{cases}$$  (9)

where $v$ is a vertex in $V$ and $e$ is an edge in $E$. This means that when two edges share a common vertex in $G$, these edges are connected to each other by the common vertex. This is similar to the concept of adjacency matrix of vertices where the elements are nonzero if two vertices share a common edge, and thus also called edge-adjacency matrix. After this transformation, the isolated vertices in $G$ become completely neglected in $L(G)$. If $G$ is a connected graph, then $L(G)$ is unique with single
Figure 2: Toy example of surface and signal smoothing on Stanford bunny. Surface vertex coordinates and a random signal (all zeros but two points) were decomposed by 50 scales and scaling function denoted as 0 using wavelet, and was reconstructed by different scale spectra.

exception, which are triangle and ‘Y’ shaped graphs sharing the same line graph. Moreover, if there is no isolated vertices in $G$, then $G$ and $L(G)$ have equal number of components. Because of these two properties of line graphs, we can transform the brain network to line graphs for data processing and comeback to the original network structure.

Remark. After constructing a line graph $L(G)$ of a graph $G$, the edges in $G$ forms a whole new non-Euclidean domain of analysis and the edge weight $\omega$ can be defined as a function defined on each vertex in $V_L$, where the connection between each vertex in $E_L$ is given from $V$. Four toy examples of this transformation are displayed in Fig.[1] The top row shows the original graph $G$, and the bottom row shows the transformed line graph $L(G)$.

5 Method

Signals in real data $f$ can be modeled as a combination of true signal and some noise, and the true signal tends to change smoothly while noise varies very rapidly in high frequency. It is obvious if the signal is represented in harmonics, i.e. Fourier series, covering a low-pass filter would remove the components of high frequency components. Using wavelet, smoothing can be efficiently performed by removing high frequency components tied to the finer scales. Previous existing methods for signal smoothing on graph structure, such as spherical harmonics, explicitly represent the the signal as a superposition of basis functions defined over regular Euclidean spaces. Although such methods have been shown to be quite robust, but loss of information is inevitable due to the ‘ballooning’ process, mapping the original graph domain to a Euclidean space such as a sphere. Here, defining the wavelets on graphs provides a powerful tool in that it constructs basis function on the graph domain itself, and thus enables one to bypass the whole procedure of the ballooning process for analyzing certain signals defined in the non-Euclidean space.

Smoothing using wavelet comes from the inverse wavelet transformation of the resultant function that provides the smooth estimate of the signal at various scales. Rewriting (3) in terms of the graph Fourier basis,

$$f(m) = \frac{1}{C_\omega} \sum_l \left( \int_0^\infty \frac{g^2(s\lambda_l)}{s} ds \right) \hat{f}(l) \chi_l(m)$$

which sums over the entire scale $s$. In contrast, existing methods introduce an additional smoothness parameter (e.g., $\sigma$ in case of heat kernel). Limiting the scales to the coarse scales will reconstruct the smoothed approximation of the original signal. Superposing finer scales, the complete spectrum contributes to the reconstruction and recovers the complete original signal. In this fashion, choosing optimal scales may filter noisy high frequency variations and provide the true underlying signal. This smoothing method is also well-explained in [10].

An example of smoothing using wavelet are shown in Fig.[2] where we display the process of smoothing the surface of the Stanford bunny and a signal (two peaks on the mouth and the leg) defined on the surface. As we exclude finer scale components, both the surface and the signal become smooth.

In order to filter the network structure, it is inevitable to bring the network connectivity information as a signal in another domain. As described in section [4] transformation of a graph domain $G$ to a line graph $L(G)$ enables us to count the edge weights as a signal defined in the domain of $L(G)$. In
this manner, we can define the connectivity as a signal on each vertex of $L(G)$, and continue with the smoothing technique using wavelet.

A toy example of the framework for the network smoothing is given in Fig.3. The top row shows the process of the framework. The original graph $G$ of four vertices and three edges with corresponding edge weights (edge thickness) are transformed to a line graph $L(G)$, and the edge weights become signals (vertex size) defined on $L(G)$. The signals are smoothed along their connection, and when transformed back to the original structure. In the final stage, these signals become the smoothed edge weights without losing the original topology of $G$. In the bottom row, the corresponding adjacency matrices are displayed. The first matrix shows the connectivity of each vertex in $G$ and its edge weights. The second matrix shows the relation of each edge as $L(G)$, and finally the third matrix shows the smoothed edge weights maintaining the original connection in the first matrix.

6 Application

The dataset consists of bipolar and control group, each contains 25 subjects. The dataset contains brain network information as an adjacency matrix of 87 parcellated brain regions. The edge weights in the adjacency matrix represent the number of fibers connecting one brain region to another. The followings show the result of group analysis, detecting group differences of bipolar and control group using this framework. Note that using the original raw dataset for the t-test, there exists no signal that survives multiple comparison correction.

Group Analysis. Given the dataset, one can simply apply two sample t-test on the distribution of each element (connection) of the matrix across the two groups, however, none of the connection survives multiple comparison correction and thus finds no significant difference. When the given brain networks are smoothed by our method, the variation of the data is greatly relaxed, and this can be seen by comparing the first two figures of Fig.5. It is well known that smoothing data by a linear filter imposes more Gaussianess to the data and thus enhances results from the statistical analysis.

After processing the data using the framework, it finds 7 significant connections over 12 different brain regions, while simple group analysis on the raw dataset finds no difference. In our experiment, we thresholded the connection that are less than 10 fibers, and smoothed using two different scales, including the scaling function which is defined as a heat kernel. Hotelling’s $T^2$-test was executed on 1911 voxels, excluding those connections on which the edge weights are 0 across all subjects. Then Bonferroni correction at 0.05 was used to reveal the significant voxels. The voxels that survive the Bonferroni threshold are shown in table 1, and those $p$-values in log scale are represented as the edge thickness in Fig.5. In Fig.5 the detected edges are displayed with the direction of connection strength, the red edge denoting that the edge connection is stronger in the control group, while blue edge means that the edge connection is stronger in the bipolar group.
### Significant Group Difference in Brain Network

<table>
<thead>
<tr>
<th>Stronger in Bipolar</th>
<th>Stronger in Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>left-amygdala</td>
<td>ctx-rh-paracentral</td>
</tr>
<tr>
<td>ctx-lh-temporalpole</td>
<td>ctx-lh-postcentral</td>
</tr>
<tr>
<td>left-caudate</td>
<td>cxt-rh-posterior cingulate</td>
</tr>
<tr>
<td>right-putamen</td>
<td>right-accumbens-area</td>
</tr>
<tr>
<td>cxt-rh-caudal anterior cingulate</td>
<td>rh-rostral anterior cingulate</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.49e − 5</td>
</tr>
<tr>
<td>1.22e − 5</td>
</tr>
<tr>
<td>1.37e − 6</td>
</tr>
<tr>
<td>4.09e − 6</td>
</tr>
<tr>
<td>1.08e − 5</td>
</tr>
<tr>
<td>8.3e − 7</td>
</tr>
<tr>
<td>5.61e − 6</td>
</tr>
</tbody>
</table>

Table 1: Significant connections that show group differences between bipolar and control group, and their $p$-values.

**Sample Variation Test.** In order to find proper result from group test such as $t$-test or Hotelling’s $T^2$-test, the assumption that the distribution of the data is Gaussian is required. We applied Shapiro-Wilk test on both the raw data and the enhanced data, and compared the result. The Shapiro-Wilk tests the null hypothesis that the data come from a normally distributed population. It turns out that among the 1911 edges that were used for the group analysis, 1544 of them showed improved Gaussianess in the data. This explains the improvement in the group analysis where we detect significant group differences by enhancing the true signal through our framework, while it is not possible to find the differences in the raw data.

### 7 Conclusion

In this project, I introduced new framework to analyze network data, where the information lies on the edge of the network. Accomodating the novel idea of line graph, a new domain for the analysis is defined, where the given network edge information is defined as a function of that domain. Signal enhancing process using wavelet empowers the general group analysis using two-sample $t$-test, which is demonstrated in the experiment. The group difference that was hard to notice has become much more sensitive after processing the data through our method, and the result shows prominent difference between the bipolar and control group, which is consistent with past studies.
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![Figure 4: Group mean of raw brain network and smoothed network, and $p$-value in log scale from the group analysis on the smoothed network ($t$-test and Bonferroni correction at 0.05)](image-url)
Figure 5: Main result. Anatomical connectivity showing group differences between bipolar and control group after Bonferroni threshold at 0.05. The connection thickness represents the $p$-value in log scale, and the color represents sign of strength. Red: Stronger in control group, Blue: Stronger in bipolar group.


