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“... the answer can be restated in quite a striking form, like this

Theorem 3.7.1. Let a positive integer \( n \) be fixed. The probabilities of the following two events are equal:

(a) a permutation is chosen at random from among those of \( n \) letters, and it has an even number of cycles, all of whose lengths are odd

(b) a coin is tossed \( n \) times and exactly \( n/2 \) heads occur.”

This quote is from Herbert Wilf’s delightful book \textit{generatingfunctionology} [1, p. 75]. It occurs in the chapter on the exponential formula, a powerful technique for counting labelled structures formed from “connected” components. Such structures include various types of graphs, permutations (formed from cycles), and partitions (a union of blocks). Applied to permutations on \( n \) letters comprising an even number of cycles all of whose lengths are odd, the exponential formula shows that there are \( \left( \frac{n}{2} \right) \frac{n!}{2^n} \) of them. Thus the probability in (a) is \( \left( \frac{n}{n/2} \right) \frac{1}{2^n} \); this is obviously also the probability in (b), and the quoted theorem follows. The purpose of the present note is to offer a combinatorial explanation of this “striking” result.

Both probabilities are 0 if \( n \) is odd; so assume \( n \) is even. Now let \( \mathcal{A}_n \) denote the permutations in (a) and let \( \mathcal{B}_n \) denote the coin tossing sequences in (b). Thus \( \mathcal{A}_n \) is the set of permutations on \( [n] = \{1, 2, \ldots, n\} \) all of whose cycles are of odd length (their number has to be even since \( n \) is even). We can take \( \mathcal{B}_n \) to be the set of 0-1 sequences comprising \( m \) 1’s and \( m \) 0’s (where \( m = n/2 \)). Let \( \mathcal{S}_n \) denote the set of all \( n! \) permutations on \( [n] \) and \( \mathcal{T}_n \) the set of all \( 2^n \) 0-1
sequences of length \( n \). Then the Theorem asserts
\[
\frac{|\mathcal{A}_n|}{|\mathcal{S}_n|} = \frac{|\mathcal{B}_n|}{|\mathcal{T}_n|}
\]
(1)

We will “explain” this coincidence of probabilities by constructing a bijection
\[
\mathcal{A}_n \times \mathcal{T}_n \rightarrow \mathcal{B}_n \times \mathcal{S}_n
\]
(2)

First we give a bijection from \( \mathcal{A}_n \)—the permutations on \([n]\) with odd-length cycles—to \( \mathcal{C}_n \), the permutations on \([n]\) with even-length cycles. To do so, say a permutation is in standard cycle form when its cycles are arranged so that the largest element in each cycle occurs first, and these first elements are in increasing order. Thus \( (5, 3, 1)(8, 2, 6)(9)(12, 10, 4, 11, 7) \) is in standard cycle form. Given \( \pi \in \mathcal{A}_n \) in standard form, move the last element of the cycles in the 1st, 3rd, 5th, \ldots positions to the end, respectively, of the cycles in 2nd, 4th, 6th, \ldots positions. Thus \( (5, 3, 1)(8, 2, 6)(9)(12, 10, 4, 11, 7) \rightarrow (5, 3)(8, 2, 6, 1)(12, 10, 4, 11, 7, 9) \). This is the desired bijection. Note the resulting permutation is in \( \mathcal{C}_n \) and is again in standard form. To reverse the mapping, delete the last element of the last cycle. Place it at the end of the preceding cycle provided this gives a legitimate cycle (largest element first); otherwise create a new 1-cycle consisting of this element alone. Proceed similarly so that each of the original even-length cycles either has its last element deleted or acquires a new last element.

Second, we give a bijection between \( \mathcal{C}_n \)—the permutations on \([n]\) with even-length cycles—and \( \mathcal{D}_n \times \mathcal{D}_n \) where \( \mathcal{D}_n \) is the permutations on \([n]\) with all cycles of length 2 (transpositions). An element \( \pi \in \mathcal{D}_n \) can be represented as a graph on the vertices \([n]\) in which each vertex has degree 1 (two vertices are joined precisely when they occur in the same transposition). Thus \( (\pi_1, \pi_2) \in \mathcal{D}_n \times \mathcal{D}_n \) is a pair of such graphs as illustrated below (with \( n = 6 \); solid lines for the first graph, dotted lines for the second).
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The union of the edge sets is a collection of (unoriented) cycles of even length \( \geq 2 \) with alternating
solid and dotted edges. This yields even-length cycles on \([n]\) just as we want except that we must orient the cycles of length \(\geq 4\) in one of two possible ways. But there are two possible patterns for the solid and dotted lines in such a cycle, so all is well. For definiteness, orient each cycle in the direction of, say, the solid line emanating from its smallest vertex.

These bijections show that the left side of (2) is \(\approx D_n \times D_n \times T_n\) and hence \(\approx D_{2m} \times D_{2m} \times T_m \times T_m\) (recall \(n = 2m\)). Turning to the right side of (2), we observe that there is a bijection \(S_{2m} \rightarrow B_{2m} \times S_m \times S_m\). Given \(\pi \in S_{2m}\), the locations of \(1, 2, \ldots, m\) in \(\pi\) give an element of \(B_{2m}\), the order of \(1, 2, \ldots, m\) in \(\pi\) gives an element of \(S_m\), and the order of \(m + 1, m + 2, \ldots, 2m\) gives another. For example, \((1 \ 2 \ 3 \ 4 \ 5 \ 6)\) yields \((0\ 0\ 1\ 0\ 1\ 1) \times (1 \ 2 \ 3) \times (1 \ 2 \ 3) \in B_{2m} \times S_m \times S_m\) where in the last permutation \(1\ 3\ 2\) is the rank ordering of \(4\ 6\ 5\). Hence the right side of (2) is \(\approx B_{2m} \times B_{2m} \times S_m \times S_m\).

Thus we can identify a “square root” of each side of (2) and it now suffices to exhibit a bijection

\[
D_{2m}(\text{permutations of transpositions}) \times T_m(\text{unrestricted sequences}) \rightarrow B_{2m}(\text{sequences of \(m_0\)'s, \(m_1\)'s}) \times S_m(\text{unrestricted permutations})
\]

This is quite easy: given \((\pi, \epsilon) \in D_{2m} \times T_m\), start with \(\pi\) in standard cycle form. Reverse the transpositions located in those positions where \(\epsilon\) has a 1, and then arrange the transpositions in the order of their first elements. For example, with \(m = 4\), \(\pi = (3, 2)(5, 1)(6, 4)(8, 7)\) (in standard cycle form), and \(\epsilon = (1, 0, 1, 1)\), \((\pi, \epsilon) \rightarrow (2, 3)(5, 1)(4, 6)(7, 8) \rightarrow (2, 3)(4, 6)(5, 1)(7, 8)\). The first elements of the final product of transpositions form an \(m\)-element subset of \([2m]\) determining an element of \(B_{2m}\), while the rank ordering of the second elements is a permutation in \(S_m\). The example yields \(\{2, 4, 5, 7\} \rightarrow (0, 1, 0, 1, 1, 0, 1, 0) \in B_8\) and \((3, 6, 1, 8) \rightarrow (2, 3, 1, 4) \in S_4\). The original pair \((\pi, \epsilon)\) can be uniquely retrieved, and the bijection (3) is established.

Thus, the “striking” result quoted at the outset can be explained by a series of fairly simple and elegant bijections.
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